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FIG.5
1ST IMAGE (30, 50) (36, 36) (50, 36) (68, 38)
2ND IMAGE (20, 50) (29, 29) (50, 29) (77, 32)
3TH IMAGE (8, 8) (50, 8)

FIG.6
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FIG.7
PREVIOUS | CURRENT
NUMBER| 'posITION | POSITION
1 (30, 50) (20, 50)
2 (36, 36) (29, 29)
3 (50, 36) (50, 29)
4 (68, 38) (77, 32)
PREVIOUS | GURRENT
NUMBER| 'bosiTioN | POSITION
1 (29, 29) (8, 8)
2 (50, 29) (50, 8)
3 (20, 50) N/A
4 (77, 32) N/A
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FIG.9
PREVIOUS | CURRENT
NUMBER| pbosITION | POSITION
1 (29, 29) (8, 8)
2 (50, 29) (50, 8)
3 (20, 50) (=10, 50)
4 (77, 32) (104, 14)
FIG.10

(20, 20) (50, 20) (80, 20)

(20, 80) (50, 80) (80, 80)
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FIG.13
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FIG.21
ESTIMATED
NUMBER| “posiTION
1 (-10, 50)
2 (8, 8)
3 (50, 8)
4 (104, 14)
FIG.22
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FIG.23
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BIOMETRIC INFORMATION PROCESSING
FOR PROVIDING INCREASED
AUTHENTICATION PRECISION BY
GUIDING A USER TO PLACE AUXILIARY
INFORMATION WITHIN AN IMAGING
RANGE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation application of Interna-
tional Application PCT/JP2012/063095 filed on May 22,
2012 and designated the U.S., the entire contents of which are
incorporated herein by reference.

FIELD

The present invention relates to a biometric information
processing apparatus, a biometric information processing
method, and a program that process biometric information.

BACKGROUND

Conventionally, a biometric authentication technology has
been used that uses personal biometric information such as
hand veins, a fingerprint, an iris, a face or the like, as an
authentication method of a person who is entering or leaving
a room, a facility or the like, without human intervention.
Authentication using biometric information has an advantage
over authentication using a magnetic card or a personal iden-
tification number (PIN) in that it does not need to care about
loss, forgetfulness, and fraudulent use.

Taking an example where veins are used as biometric infor-
mation, a general biometric authentication technology will be
described. Basic steps of the vein authentication apparatus are
as follows. First, the vein authentication apparatus irradiates
near-infrared light on a part of a human body, such as a palm,
where an image of veins can be easily captured, and extracts
the image of veins by capturing strength distribution of
reflected or transmitted light.

The vein authentication apparatus stores images of veins of
individuals that have registered beforehand. Registered bio-
metric information is also called “registration data” or “reg-
istration template”. The vein authentication apparatus verifies
a registration template with an obtained image of veins
(called “verification data™) that is captured on authentication
to determine whether the two images are equivalent.

However, biometric information for the same person may
fluctuate to a certain extent. Therefore, when determining the
equivalence of the images of veins, fluctuation needs to be
allowed to a certain extent. Typically, the vein authentication
apparatus first executes positioning of the two, represents the
likeness between the two by a measure called similarity, and
if the similarity is greater than a threshold, determines that a
person in question is one of the registered individuals.

Positioning is executed, for example, to increase a degree
of'the equivalence between the registration data and the veri-
fication data as much as possible, by virtually moving one of
them. Here, “virtually moving” means converting the coordi-
nate system representing an image of veins.

A registration template is usually stored in an IC card
owned by a user or a storage device (database) of a server.
Positioning and a calculation process of the similarity are
executed by a computer located close to a user or a server
under centralized management.

As a conventional technology to further improve authenti-
cation precision, a method is known that uses other informa-
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tion obtained together with biometric information for authen-
tication. Such information is called “auxiliary information”
below. Using auxiliary information, authentication precision
can be improved with increased information, without addi-
tional imaging times at the expense of a user.

As a conventional technology that uses auxiliary informa-
tion, there is a technology that extracts finger veins and finger
profiles from a captured image, and executes positioning of
finger directions by the finger profiles (see, for example,
Patent Document 1). Also, there is a technology that detects
the position and the direction of a hand, and if they are
inappropriate, indicates that to the user (see, for example,
Patent Document 2), or guides the user so that biometric
information can be captured with an appropriate position
(see, for example, Patent Document 3).

Also, there is a technology that selects the best shot of a
face among moving images (see, for example, Patent Docu-
ment 4).

RELATED-ART DOCUMENTS
Patent Documents

[Patent Document 1] Japanese Laid-open Patent Publication

No. 2004-102993
[Patent Document 2] Japanese Republished Patent Publica-

tion No. 2004-021884
[Patent Document 3] Japanese Laid-open Patent Publication

No. 2003-67750
[Patent Document 4] Japanese Laid-open Patent Publication

No. 2005-227957

Assuming that veins of a palm are used for biometric
authentication, usable auxiliary information in this case
includes a shape profile or positions of bases (finger bases) of
fingers. In the following, a base of fingers means a web part
between fingers.

The shape profile and the bases of the fingers are small in
terms of the number of pieces of information, and have an
advantage that their positions are easy to identify because
they are distributed away from each other in a captured image,
which makes them suitable to be used for positioning. A
problem of using auxiliary information for biometric authen-
tication around a palm is that an entire palm may not be
contained in an imaging range ifthe hand is larger than a usual
hand, and it is not always the case that the auxiliary informa-
tion is obtained. The following three conventional technolo-
gies may beused to cope with this problem, although either of
them still have problems.

Guide the user so that the entire palm is contained in the

imaging range

For example, in a conventional technology that executes a
guidance, when a hand is too large to have the auxiliary
information contained in the imaging range, the position of
the hand is moved away from the position of the imaging unit
so that the auxiliary information is contained in the imaging
range. A problem here is that when having the hand moved
away, the hand is distant from the position of the imaging unit,
and sufficient brightness may not be obtained by illumination
of the imaging unit, which makes imaging quality reduced,
and the biometric information may not be appropriately
extracted.

Do not obtain auxiliary information
For example, one may come up with a method that executes a
conventional authentication process without using the auxil-
iary information when the auxiliary information cannot be
obtained. A problem here is that authentication precision is
reduced because the auxiliary information cannot be used.
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Capture moving images and extract an image that captures
the entire palm

For example, a configuration that selects a best shot of a face
among moving images may be used for an obtainment pro-
cess ofthe auxiliary information. However, a problem here is,
similar to the first one, that when the hand is distant from the
position of the imaging unit, sufficient brightness may not be
obtained by illumination of the imaging unit, which makes
imaging quality reduced, and the biometric information may
not be appropriately extracted.

SUMMARY

According to at least an embodiment of the present inven-
tion, a biometric information processing apparatus includes a
processor; and amemory, wherein the processor is configured
to extract auxiliary information representing a part of a body
being captured together with biometric information from a
plurality of images captured by an imaging unit; to trace the
auxiliary information in a time direction; to extract the bio-
metric information from at least one image among the plural-
ity of images; to associate the traced auxiliary information
with the extracted biometric information in terms of a posi-
tional relationship; and to output the auxiliary information
having been associated with the biometric information.

The object and advantages of the embodiment will be
realized and attained by means of the elements and combina-
tions particularly pointed out in the claims. It is to be under-
stood that both the foregoing general description and the
following detailed description are exemplary and explanatory
and are not restrictive of the invention as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram illustrating an example of a
configuration of an authentication system according to a first
embodiment of the present invention;

FIG. 2 is a diagram illustrating an example of an imaging
unit according to the first embodiment;

FIG. 3 is a diagram illustrating an example of images
included in captured moving images;

FIG. 4 is a diagram illustrating an extraction example of
bases of fingers for images;

FIG. 5 is a diagram illustrating an example of an extraction
result of bases;

FIG. 6 is a diagram illustrating an example of extracted
biometric information;

FIG. 7 is a diagram illustrating correspondence of auxiliary
information between a first image and a second image;

FIG. 8 is a diagram illustrating correspondence of auxiliary
information between a second image and a third image;

FIG. 9 is a diagram illustrating an example of auxiliary
information having an association generated including esti-
mated values;

FIG. 10 is a diagram illustrating an example of biometric
information;

FIG. 11 is a diagram illustrating an example of auxiliary
information after tracing;

FIG. 12 is a diagram illustrating an example of a database
of biometric information;

FIG. 13 is a diagram illustrating an example of registered
biometric information;

FIG. 14 is a diagram illustrating an example of registered
auxiliary information;

FIG. 15 is a diagram illustrating an example of biometric
information after positioning;
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FIG. 16 is a diagram illustrating an example of biometric
information after positioning without tracing;

FIG. 17 is a flowchart illustrating an example of an authen-
tication process according to the first embodiment;

FIG. 18 is a flowchart illustrating an example of a trace
process of auxiliary information according to the first
embodiment;

FIG. 19 is a flowchart illustrating an example of a registra-
tion procedure of biometric information and auxiliary infor-
mation according to the first embodiment;

FIG. 20 is a block diagram illustrating an example of a
configuration of an authentication system according to a sec-
ond embodiment;

FIG. 21 is a diagram illustrating an example of estimated
auxiliary information;

FIG. 22 is a diagram illustrating an example of biometric
information after guidance;

FIG. 23 is a diagram illustrating an example of auxiliary
information after guidance;

FIG. 24 is a flowchart illustrating an example of an authen-
tication process according to the second embodiment; and

FIG. 25 is a block diagram illustrating an example of a
configuration of an information processing apparatus accord-
ing to the third embodiment.

DESCRIPTION OF EMBODIMENTS

First, the following embodiments use biometric informa-
tion that can be captured, for example, with a palm for bio-
metric authentication. Also, as auxiliary information repre-
senting a part of the body, for example, a shape profile of a
palm or fingers, or bases of fingers is used. The biometric
information and auxiliary information are not limited to the
above examples, but other biometric information may be
used, and information of the part of a body around the bio-
metric information may be used as the auxiliary information.

Note that the auxiliary information can be extracted from a
low-quality image captured at a distance. Thereupon, in the
following embodiments, a scene is captured in moving
images when a hand is held above an imaging unit. It is
assumed that the auxiliary information is extracted from a
low-quality image including the entire palm, and the biomet-
ric information is extracted from a high-quality image cap-
tured when the hand gets closer to the imaging unit.

However, they cannot be used for positioning as they are
because the positional relationship between the extracted
auxiliary information and biometric information is unknown.
Thereupon, in the following embodiments, tracing is
executed for a part of the auxiliary information in the moving
images in the time direction, to associate the auxiliary infor-
mation with the biometric information. In the following, the
embodiments will be described based on the drawing.

[First Embodiment]

<Configuration>

First, an authentication system will be described according
to a first embodiment. The authentication system 1 in the first
embodiment uses veins of a palm as the biometric informa-
tion, which will be described with an example of an authen-
tication system for room entrance management combined
with an automatic door. Note that the disclosed technology is
not limited to the example that combines an automatic door
with biometric authentication.

FIG. 1 is a block diagram illustrating an example of a
configuration of the authentication system 1 according to the
first embodiment. The authentication system 1 illustrated in
FIG. 1 includes a biometric information processing apparatus
10 and an authentication apparatus 20. The biometric infor-
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mation processing apparatus 10 is an information processing
apparatus that extracts the biometric information and auxil-
iary information, and outputs the biometric information asso-
ciated with the auxiliary information to the authentication
apparatus 20. The authentication apparatus 20 is a server or
the like that executes an authentication process using the
biometric information and auxiliary information obtained
from the biometric information processing apparatus 10.

First, the biometric information processing apparatus 10
will be described. The biometric information processing
apparatus 10 includes an irradiation unit 101, an imaging unit
103, an auxiliary information extraction unit 105, a biometric
information extraction unit 107, a trace unit 109, an associa-
tion generation unit 111, a communication unit 113, a display
unit 115, and an open/close unit 117.

A user who wants to enter a room holds a hand above the
biometric information processing apparatus 10 installed in an
automatic door or close to the automatic door. Detecting that
the palm is being held, the irradiation unit 101 irradiates
near-infrared light to the palm.

The imaging unit 103 captures images of the palm having
the near-infrared light irradiated. At this moment, the biomet-
ric information processing apparatus 10 may receive a user ID
via an IC card or a keyboard. The imaging unit 103 outputs
multiple captured images continuous in the time direction to
the auxiliary information extraction unit 105 and the biomet-
ric information extraction unit 107.

From the multiple images captured by the imaging unit
103, the auxiliary information extraction unit 105 extracts the
auxiliary information representing a part of the body captured
with the biometric information. The auxiliary information is,
for example, information about the profile of the palm or
information about the bases of the fingers. The auxiliary
information extraction unit 105 outputs the auxiliary infor-
mation to the trace unit 109 every time it is extracted from an
image, following the captured order.

The biometric information extraction unit 107 extracts the
biometric information from at least one of the multiple
images obtained by the imaging unit 103. The biometric
information is, for example, an image of veins or a palm print.
The biometric information extraction unit 107 outputs the
extracted biometric information to the association generation
unit 111.

The trace unit 109 traces the auxiliary information
extracted by the auxiliary information extraction unit 105 in
the time direction. Using a model of temporal change of the
auxiliary information, the trace unit 109 replaces the auxiliary
information positioned out of the imaging range with esti-
mated values.

Also, the trace unit 109 may execute a trace using first
auxiliary information extracted from an image to be traced
and second auxiliary information extracted form an image
just before the image to be traced, to change the model of
temporal change depending on the number of pieces of the
auxiliary information with which correspondences are
obtained. The trace unit 109 outputs the auxiliary information
after the tracing to the association generation unit 111. The
auxiliary information after the tracing is information that
includes replaced estimated values.

The association generation unit 111 associates the traced
auxiliary information that has been extracted from an image
having the biometric information extracted, with the
extracted biometric information in terms of a positional rela-
tionship. The association generation unit 111 outputs the
auxiliary information having the biometric information asso-
ciated to the communication unit 113.
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The communication unit 113 outputs the auxiliary infor-
mation and biometric information obtained from the associa-
tion generation unit 111, to the authentication apparatus 20
along with an authentication request or a registration request.
Therefore, the communication unit 113 includes a function as
an output unit 114 that outputs the auxiliary information and
biometric information.

When obtaining a determination result of authentication
from the authentication apparatus 20, the communication unit
113 outputs the determination result to the display unit 115
and the open/close unit 117.

If the determination result indicates that it is a registered
person, the display unit 115 indicates the authentication result
of allowance of room entrance to the user by a lamp or a
buzzer. Or, if the determination result indicates that it is not a
registered person, the display unit 115 indicates the authen-
tication result of disapproval of room entrance to the user by
the lamp or buzzer.

If the determination result indicates that it is a registered
person, the open/close unit 117 controls the automatic door to
open. If the determination result indicates that it is not a
registered person, the open/close unit 117 controls the auto-
matic door to be kept closed.

Note that the irradiation unit 101, the imaging unit 103, the
display unit 115, and the open/close unit 117 of the biometric
information processing apparatus 10 are not necessarily
included in the biometric information processing apparatus
10, but may be included in another device.

Also, other than making an authentication request, the
biometric information processing apparatus 10 can register
the auxiliary information and biometric information to the
authentication apparatus 20. Note that when making a regis-
tration request, the biometric information processing appara-
tus 10 receives a user ID via an IC card or a keyboard, and
transmits the user ID to the authentication apparatus 20 along
with the biometric information.

Next, the authentication apparatus 20 will be described.
The authentication apparatus 20 includes a communication
unit 201, a registration unit 203, a storage unit 205, a posi-
tioning unit 207, a similarity calculation unit 209, and a
determination unit 211.

When obtaining the auxiliary information and biometric
information, the communication unit 201 determines whether
it is a registration request or an authentication request. The
communication unit 201 outputs the auxiliary information,
biometric information, and user 1D received along with a
registration request to the registration unit 203. Also, the
communication unit 201 outputs the auxiliary information
and biometric information received along with an authenti-
cation request to the positioning unit 207.

The registration unit 203 records the obtained ID as a
registered person ID in the storage unit 205 by associating it
with the auxiliary information and biometric information.

The storage unit 205 stores the registered person ID having
the auxiliary information and biometric information associ-
ated.

The positioning unit 207 executes positioning of images of
veins as the biometric information, using the auxiliary infor-
mation stored in the storage unit 205. When a user ID is
specified, the positioning unit 207 uses the biometric infor-
mation corresponding to the ID, or otherwise, uses the bio-
metric information of all IDs in order. The positioning unit
207 outputs both pieces of the biometric information after the
positioning to the similarity calculation unit 209.

The similarity calculation unit 209 calculates similarity
between the registered biometric information and the biomet-
ric information to be authenticated. A greater value of the
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similarity indicates that they are much more alike. The simi-
larity calculation unit 209 outputs the calculated similarity to
the determination unit 211.

The determination unit 211 determines whether the calcu-
lated similarity is greater than a threshold given beforehand.
The determination result is transmitted to the biometric infor-
mation processing apparatus 10 via the communication unit
201.

Note that, other than the veins, the palm print of a palm may
be considered as the biometric information that may be usable
in the embodiments. In case of the palm print, it is desirable to
use visible light for the irradiation unit 101. Also, the embodi-
ments can be applied in a case where an image of veins of
multiple fingers or a fingerprint is captured without contact-
ing the imaging unit 103. Types of the biometric information
used for authentication are not specifically limited in the
embodiments. The auxiliary information assumed in the
embodiments is, for example, a shape profile or positions of
bases of fingers, which has a characteristic that it can be
captured along with the biometric information, and although
a part of it may be go out of the imaging range when a hand
gets closer to the imaging unit, another part is still contained
within the imaging range.

<Processes>

Next, specific examples will be described for processes of
the units of the biometric information processing apparatus
10.

<<Irradiation Unit and Imaging Unit>>

It is preferable to use an LED that irradiates, for example,
near-infrared light, for the irradiation unit 101. Also, ifa palm
print is used as the biometric information, it is desirable to use
visible light for the irradiation unit 101. It is preferable to use
a CMOS camera or a CCD camera having a filter attached that
cuts off visible light (visible light cutting filter) for the imag-
ing unit 103.

FIG. 2 is a diagram illustrating an example of the imaging
unit 301 according to the first embodiment. The imaging unit
301 illustrated in FIG. 2 includes the irradiation unit 101 and
the imaging unit 103 unitedly. In the example in FIG. 2, a
palm is held above the imaging unit 301.

A captured result is represented by moving images. The
moving images are a sequence of images that are captured
with predetermined time intervals. The time interval is set to,
for example, 33 ms. Each image in the moving images is a
two-dimensional array that includes a number of pixels where
each pixel has a value (pixel value) depending on a strength of
light.

Note that the process describe below is executed every time
an image is captured. FIG. 3 is a diagram illustrating an
example of images included in captured moving images. The
example illustrated in FIG. 3 illustrates three images.

In the example illustrated in FIG. 3, captured time gets
newer for an image a101, an image a103, and an image a105,
in this order. Namely, the images illustrated in FIG. 3 are
images that capture a situation where a hand is gradually
getting closer to the imaging unit 301. Also, the image size is
assumed to be, for example, 100x100.

<<Auxiliary Information Extraction Unit>>

First, a profile extraction method will be described assum-
ing that a profile is used as the auxiliary information. The
method extracts images of veins as well. A captured image
has a bright background, a comparatively dark hand area, and
a darker pattern of veins. Therefore, the auxiliary information
extraction unit 105 can extract the auxiliary information, for
example, by converting the captured image into a ternary-
valued one as follows.
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(A1) If the value of a pixel is greater than a predetermined
first threshold, the auxiliary information extraction unit 105
sets the value to 0, which represents the background.

(A2) If the value of a pixel is less than the predetermined
first threshold and greater than a predetermined second
threshold (<first threshold), the auxiliary information extrac-
tion unit 105 sets the value to 2, which represents the palm.

(A3) Otherwise, the auxiliary information extraction unit
105 sets the value to 1, which represents the veins.

The first threshold is set to a value less than an average pixel
value of the background. If the range of pixel values is set
between 0 and 255, the first threshold is set to, for example, a
value 150. The second threshold value is set to a value less
than the first threshold. Also, the second threshold is set to a
value greater than an average pixel value in an image of veins.
For example, the second threshold is set to, for example, a
value 60.

After making the image ternary-valued, the auxiliary infor-
mation extraction unit 105 scans all pixels one by one, and if
a pixel of interest has the value 2 representing the palm, and
its adjacent pixel has the value 0 representing the background,
changes the value of the pixel of interest to a value 4, which
represents the profile. Finally, the auxiliary information
extraction unit 105 obtains coordinates of the pixels repre-
senting the profile by the following method.

(B1) The auxiliary information extraction unit 105 pro-
vides an array for storing coordinates. It also provides a
variable for storing the number of points, and initializes the
variable to 0.

(B2) The auxiliary information extraction unit 105 scans
the image, and when it finds a pixel whose value is 4 repre-
senting the profile, records the coordinates in the array, and
increases the value of the variable storing the number of
points by one. In this way, the profile information is extracted
as the auxiliary information.

Next, a method of extracting bases of fingers will be
described assuming that the bases of fingers are used as the
auxiliary information. A captured image has a bright back-
ground, and a comparatively dark palm area. Therefore, the
auxiliary information extraction unit 105 can extract the aux-
iliary information, for example, based on a ternary-valued
image, which is substantially the same as the above profile
extraction method. Here, it is assumed that a palm is held so
that the fingers are positioned on the upper side of the image.

(C1) The auxiliary information extraction unit 105 scans
the image starting from the upper-end pixels in the downward
direction, and if detecting a change of a pixel value from 0
(representing the background) to 2 (representing the palm),
then changes the value of the pixel to 5 representing a base
candidate.

(C2) The auxiliary information extraction unit 105 scans
all pixels in the image one by one, and if finding a pixel whose
value is 5 that represents a base candidate, then examines the
values of pixels at left and right. If the values of the pixels at
left and right are 2 that represent the palm, the auxiliary
information extraction unit 105 changes the value 5 to 6 that
represents a base.

The auxiliary information extraction unit 105 stores the
coordinates ofthe pixels that represent bases of fingers into an
array by substantially the same method as that of profile
extraction. FIG. 4 is a diagram illustrating an extraction
example of bases of fingers for the images. In the example
illustrated in FIG. 4, a coordinate system to represents the
coordinates has the origin at the upper left of an image, the
x-axis in the horizontal direction (rightward positive), the
y-axis in the vertical direction (downward positive).
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FIG. 5 is a diagram illustrating an example of an extraction
result of bases. The first image in FIG. 5 corresponds to the
image al01, the second image corresponds to the image a103,
and the third image corresponds to the image al05. In the
third image, the user’s hand may be too close to the imaging
unit, or too big, and only two pieces of the auxiliary informa-
tion are extracted.

<<Biometric Information Extraction Unit>>

As an extraction method of veins as an example of the
biometric information, the extraction method executed by the
biometric information extraction unit 107 is described above
that also extracts the auxiliary information. For example, the
biometric information extraction unit 107 may extract pixels
having the value 1.

In the following, it is assumed that the biometric informa-
tion extraction unit 107 extracts veins from the images illus-
trated in FIG. 4. The biometric information extraction unit
107 cannot extract an image of veins from the firstimage a101
orthe second image a103 illustrated in FIG. 4. This is because
the first image and the second image are away from an appro-
priate position from the imaging unit.

The biometric information extraction unit 107 extracts the
biometric information from the third image a105. FIG. 6 is a
diagram illustrating an example of the extracted biometric
information.

In the example illustrated in FIG. 6, the image of veins is
constituted with three line segments where the first line seg-
ment has end points at (20, 20) and (20, 80), the second line
segment has end points at (50, 20) and (50, 80), and the third
line segment has end points at (80, 20) and (80, 80). In the
example illustrated in FIG. 6, a simplistic image of veins is
illustrated for the sake of explanation.

Note that, according to the extraction method of the auxil-
iary information and biometric information described above,
the auxiliary information is represented by an array of coor-
dinates, and the image of veins is represented by a binary-
valued image. To reduce memory capacity and/or to speed up
the similarity calculation process, another method may be
considered that calculates and stores a characteristic amount
from an image of veins, and when executing authentication,
calculates the similarity by comparing the characteristic
amounts.

As the characteristic amount, for example, one may con-
sider coordinates of points constituting the image of veins;
vertices of broken lines that approximate the image of veins
by thin lines; or coordinates of characteristic points such as
branch points and endpoints. Any of these may be used as a
representation form of the image of veins in the embodi-
ments.

<<Trace Unit>>

The trace unit 109 traces the auxiliary information
extracted from the images in the time direction. In the follow-
ing, cases will be described where finger bases and a shape
profile of apalm are used as the auxiliary information, respec-
tively.

(Case of Finger Bases)

A method of tracing the auxiliary information in moving
images will be described when using finger bases as the
auxiliary information.

(D1) Initialization

The trace unit 109 provides an array to store positions of
initialized bases. The trace unit 109 provides a variable to
represent whether a value is set in this array, and sets a value
represents that a setting has not been made.

(D2) Existence Confirmation

As existence confirmation of data, the trace unit 109 deter-
mines whether data (auxiliary information) to be processed
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exists. If the data is removed at the end of an authentication
process, the trace unit 109 ends the process.

(D3) Read Auxiliary Information

Among moving images of the auxiliary information being
read, the trace unit 109 reads positions of bases for one of the
images to be traced. In the following, one or more bases
extracted from the image to be traced may also be referred to
as the “first bases” or the “current bases”.

For the first time when positions of the bases are not stored
in the array, the trace unit 109 stores the positions of the first
bases, and changes the variable representing whether a value
is stored to a value representing that the setting has been
made. When storing the positions of the bases, the trace unit
109 arranges individual bases in a row based on a predeter-
mined criteria, and stores them in the array in that order.

(D4) Case of First Time Process

When it is the first time process, the trace unit 109 does not
execute an association generation process of the auxiliary
information that follows.

(DS5) Association Generation with Auxiliary Information

The trace unit 109 associates second bases with the first
bases. The second bases are also referred to as the previous
bases, which corresponds to one or more bases extracted from
the immediately preceding image among the images to be
traced. Association generation will be described in detail
later.

At this moment, for a part of the second bases that cannot
be associated with, the trace unit 109 determines that they are
out of the imaging range, executes an estimation of the posi-
tions of the bases, and uses the estimated positions instead.
These compensates for a lack of the auxiliary information,
when the auxiliary information is partially out of the imaging
range. Based on the obtained associations, the first bases are
arranged so that corresponding individual bases come in the
same order. The trace unit 109 stores the arranged result in the
array. The trace unit 109 repeats the above process for the next
image in the moving images.

Next, amethod of association generation and estimation of
the auxiliary information executed by the trace unit 109 will
be described. First, it determines which bases of the previous
bases correspond to those of the current bases. The trace unit
109 associates, for example, one of the first bases (also
referred to as the “base to be associated”) with one of the
second bases that has the least distance (the root square of
differences of the coordinates).

If the distance is greater than a predetermined threshold
(for example, one third of the image size), the trace unit 109
sets “not associated” to the base to be associated. It arranges
the first bases with an appropriate method, and gives them
numbers starting from one. The appropriate method is a
method, for example, that arranges the bases in ascending
order of the coordinates in the horizontal direction.

It gives the second bases the same numbers as the associ-
ated first bases. For a second base that is not associated with
a first base, it gives a new number. The number of a base is
represented by a subscript i.

In this way, the positions of the second bases are repre-
sented by (p;, q,) (=1, ..., m, n+l,. .., k), and the positions
of'the first bases are represented by (x,,y,) (i=1, ..., n), which
are arrays of the coordinates. Here, m represents the number
of'associated bases, n—m represents the number of bases with
which only the first bases exist, and k—n represents the num-
ber of bases with which only the second bases exist.

A result of association generation of bases will be
described for the extraction example illustrated in FIG. 5.
FIG. 7 is a diagram illustrating a correspondence of the aux-
iliary information between the first image (previous posi-
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tions) and the second image (current positions). In the
example illustrated in FIG. 7, the numbers are set m=4, n=4,
and k=4. FIG. 8 is a diagram illustrating a correspondence of
the auxiliary information between the second image (previ-
ous positions) and the third image (current positions). In the
example illustrated in FIG. 8, the numbers are set m=2, n=2,
and k=4.

Next, the trace unit 109 models temporal change of the
auxiliary information. In a scene where a hand is being held,
although the coordinates of the bases on captured images
change moment by moment, the change follows a certain rule
that depends on the posture of the a hand.

For example, if the palm approaches perpendicularly to the
line of sight of the camera, the change of the coordinates of
the bases is approximated appropriately by two-dimensional
enlargement and reduction. That is represented by a formula
as follows. Representing the position of one of the bases of the
second bases by (p, q), and the position of the associated first
base by (x, y), Formula (I) is satisfied.

x=s(p-c e, y=s(g-c, )+, Formula (1)

where s represents an enlargement ratio, which is a positive
real number, and ¢, and ¢, represent the center of the optical
axis of the camera, which is virtually equivalent to the center
of the image.

Next, the trace unit 109 obtains model parameters. When
using two-dimensional enlargement reduction as the model,
the model parameter is the enlargement ratio s. For example,
the least squares method is used for calculating the model
parameter. Specifically, s that minimizes the following evalu-
ation function is taken as a solution.

mn Formula (2)
Es)= ) [(s(pi =) = (6 — ) +(s(gi = ) = (i — )]

i=1

The trace unit 109 can easily minimize the above evalua-
tion function because it is a quadratic formula with respect to
s. The solution is represented as follows.

Formula (3)

i

[(pi — c)(xi — cx) + (g = €y)(yi = ¢y)]
=1

5=

K

[(pi — ) + (g — ¢y)?]

In the example of association generation in FIGS. 7-8,
assuming that the center of the optical axis is equal to the
center of the image at ¢, =50 and ¢, =50, calculation using the
above formula results in s=1.5 and s=2, respectively. Namely,
as the palm approaches the imaging unit, the result shows that
the first image and the second image have the enlargement
ratio of 1.5, and the second image and the third image have the
enlargement ratio of 2.

Finally, for the second bases (p, q,)(i=n+1, . . ., k) that are
not associated with the first bases, the trace unit 109 estimates
the positions (X,, y;) on the image of the first bases by a
formula below.

X =8 Co+e,, yims(gimc, ), Formula (4)

By associating the second image with the third image illus-
trated in FIG. 8, a result including estimated values by For-
mula (4) is obtained as illustrated in FIG. 9.

FIG. 9 is a diagram illustrating an example of the auxiliary
information having the association generated including the
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estimated values. In FIG. 9, the estimated values are inserted
for the current positions of bases number 3 and number 4 as
they are out of the imaging range.

Note that, as amodel that allows more flexible postures, the
trace unit 109 uses, for example, an affine transform. If a palm
makes a movement such as rotation, translation, or approach-
ing the imaging unit while being in a state perpendicular to the
line of sight of the camera, change of the coordinates of the
bases of fingers can be appropriately approximated by the
affine transform. The affine transform is a transformation that
includes two-dimensional translation, rotation, enlargement,
and reduction. It is represented by a formula as follows.

Representing the position of one of the bases of the second
bases by (p, q), and the position of the associated first base by
(%, y), a formula below is satisfied.

x=a,p+b.q+c,, y=a,p+b.g+c, Formula (5)

where a,, b,, c,, a,, b, and ¢, are unknown parameters to
represents the affine transform.

Determination of these parameter can also be done by, for
example, the least squares method. In this case, the trace unit
109 takes parameters that minimize the following evaluation

function as a solution.

E(ax, by, cx, ay, by, cy) = Formula (6)

[axpi + bagi + cx — %) + (ayp; + byg; + ¢, — y1)]

s

i

As the above evaluation function is a quadratic formula
with respect to the unknown parameters, a solution can be
easily obtained by solving simultaneous linear equations
where the first-order differentials are set to 0.

Note that to obtain a solution, the number of associated
bases m needs to be greater than or equal to three because the
number of unknown parameters for the affine transform is six.
Ifm s less than three, it may be treated as, for example, a trace
failure, and the user may be requested to hold the hand again.
Alternatively, a simpler transform than the affine transform
may beused. As a simpler transform than the affine transform,
for example, a similarity transformation may be considered.
The similarity transform is a restricted affine transform where
a,=b, and b,=-a,. Therefore, the trace unit 109 can obtain a
solution even if the number of the associated bases m is two
because the number of unknown parameters is four. If using
the affine transform, for the second bases (p, q,)(i=n+1, . . .,
k) that are not associated with the first bases, the trace unit 109
estimates the positions (x;, y;) on the image of the first bases
by a formula below.

X =apib.gtc,, yi=apb gtc, Formula (7)

Moreover, as another model that allows more flexible pos-
tures, for example, a projective transform may be considered.
That is represented by a formula as follows. Representing the
position of one of the bases of the second bases by (p, q), and
the position of the associated first base by (x, y), a formula
below is satisfied.

_anptapgtas Formula (8)

= s
a1 p +asng +ass
_Guptangtay

a1 p +anqg +as;

The projective transform is a model where the shape of a
palm is viewed as a plane in a three dimensional space and the
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optical system of the imaging unit 103 is viewed as a perspec-
tive projection, which can be used when the palm is tilted.
However, to determine the model parameters, it requires four
associated points.

Note that, the trace unit 109 may change the model to use
based on the number of associated points of the auxiliary
information. The trace unit 109 may use, for example, the
projective transform model if m is four, use the affine trans-
form model if m is three, use the similarity transformation
model if m is two, or use the enlargement reduction model if
m is one.

(Case of Profile)

Next, it will be described when using a profile as the
auxiliary information. It is different from the case of finger
bases in that points forming a profile are continuously con-
nected, which makes it not easy to associate points in a
previous profile with those in a current profile. To solve this
problem, for example, the following two method may be
considered.

A method that selects characteristic points among the

points forming a profile; and

A method that models temporal change of the points form-

ing a profile to determine transformation parameters
without generating associated points. As for selection of
the characteristic points in the first method, for example,
maximal points of curvature (points having greater
directional changes) may be used. Instead, the trace unit
109 may select several points so that when forming two
line segments between a point of interest and two points
away from the point by a certain number of pixels (for
example, five pixels), the angle formed by the two line
segments is greatly bended compared to 180 degrees
than angles formed by other points. Once the character-
istic points are selected, tracing can be made by substan-
tially the same method as that for finger bases.

As an example of the second method, a method will be
described that uses two-dimensional enlargement and reduc-
tion as the model. In the following, the steps will be described.

(E1) The trace unit 109 provides variables to hold a mini-
mum value of the sum of initialized distances and the enlarge-
ment ratio at that moment. As the minimum value, infinity or
a sufficiently great value is set. The trace unit 109 sets, for
example, 0.5, as the initial value of the enlargement ratio s.

(E2) The trace unit 109 converts coordinates of points
forming a current boundary, by the enlargement ratio
obtained with the calculated distance. The trace unit 109
obtains points forming the previous boundary that are closest
to the respective converted coordinates, and obtains the sum
of the distances to those points.

(E3) The trace unit 109 compares the sum of the calculate
distances with the minimum value so far, and if it is less,
replaces the minimum value, and holds the enlargement ratio
at that moment.

(E4) The trace unit 109 increases the enlargement ratio s by
an appropriate step width (for example, 0.1). The trace unit
109 stops when it reaches an upper limit (for example, 2).

(ES) The trace unit 109 repeatedly executes calculation of
distances.

By the above method, profile points can be associated so
that each point forming the current boundary is associated
with a point forming the previous boundary that is closest to
the converted coordinates. Similarly to the tracing of finger
bases, the trace unit 109 may set a threshold for the distance.

<<Association Generation Unit>>

The association generation unit 111 puts the auxiliary
information obtained by tracing and the extracted biometric
information into a package of data. The association genera-
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tion unit 111 does not execute association generation for an
image with which the biometric information is not obtained.
A result of association generation for the example of the
moving images illustrated in FIG. 3 is illustrated in FIG. 10
and FIG. 11.

FIG. 10 is a diagram illustrating an example of the biomet-
ric information. FIG. 11 is a diagram illustrating an example
of the auxiliary information after tracing. In the example
illustrated in FIG. 11, coordinates are sorted in ascending
order of the x coordinate. The association generation unit 111
associates the biometric information illustrated in FIG. 10
with the auxiliary information illustrated in FIG. 11.

<<Storage unit>>

The storage unit 205 of the authentication apparatus 20
associates and stores a user ID with the auxiliary information
and an image of veins as the biometric information. The
storage unit 205 is typically implemented in the authentica-
tion apparatus 20 as a database having the following format.

FIG. 12 is a diagram illustrating an example of the database
of the biometric information. In the example illustrated in
FIG. 12, the auxiliary information and images of veins are
converted into strings of numbers following a predetermined
rule to be stored. For example, in the database illustrated in
FIG. 12, a piece of the auxiliary information is represented by
the number of points followed by a string of horizontal and
vertical coordinates, and the image of veins is represented by
a string of pixel values.

FIG. 13 is a diagram illustrating an example of registered
biometric information. The example illustrated in FIG. 13 is
an image of veins as the registered biometric information.
FIG. 14 is a diagram illustrating an example of registered
auxiliary information. The biometric information illustrated
in FIG. 13 and the auxiliary information illustrated in FIG. 14
are registered, having been associated with a user ID “0001”
illustrated in FI1G. 12.

As illustrated in FIG. 12, the auxiliary information illus-
trated in FIG. 14 includes four as the number of points, and
coordinates sorted in ascending order of horizontal (x) and
vertical (y) values, which are registered as “4, -12, 50, ...~
in the storage unit 205.

Also, as illustrated in FIG. 12, the biometric information
illustrated in FIG. 13 has its pixel values arranged in prede-
termined order, and registered as “0, ..., 1,0,...,1,...”in
the storage unit 205.

<<Positioning Unit>>

Next, an example of a method of positioning will be
described that uses the auxiliary information. Here, only posi-
tioning by translation will be treated. For example, coordi-
nates of verification data are taken as references to determine
move amounts of coordinates of registration data.

(F1) Initialization

For initialization, the positioning unit 207 provides vari-
ables to hold the sums of coordinates of the auxiliary infor-
mation, and initializes them to 0. The initialization process is
separately executed for the x coordinate and the y coordinate.

(F2) Sum Calculation of Coordinates

The positioning unit 207 calculates the sums of coordinates
of the auxiliary information for the registration data and the
verification data, respectively.

(F3) Calculation of Position of the Center of Gravity

The positioning unit 207 divides the sum of the coordinates
by the number of points of the auxiliary information to cal-
culate the position of the center of gravity.
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(F4) Calculation of Move Amounts

The positioning unit 207 calculates move amounts by sub-
tracting the position of the center of gravity of the registration
data from the position of the center of gravity of the verifica-
tion data.

The positioning unit 207 calculates the move amounts with
the verification data illustrated in FIG. 11 and the registration
data illustrated in FIG. 14, and obtains (2, 1) as the move
amounts. Therefore, the registration data after the positioning
for the image of veins is as illustrated in FIG. 15.

FIG. 15 is a diagram illustrating the example of the bio-
metric information after the positioning. The example illus-
trated in FIG. 15 is an example where the biometric informa-
tion illustrated in FIG. 13 is moved by (2, 1).

Note that, due to instability of the posture of ahand, various
changes other than translation, such as rotation, may occur
between registration data and verification data. Therefore, the
positioning unit 207 can use a complex movement method to
cope with such changes. Also, the positioning unit 207 can
execute positioning using both the auxiliary information and
the images of veins. In the embodiments, any of these meth-
ods may be used as the method of the positioning process.

Note that if tracing for the auxiliary information is not
executed when registration or authentication is performed, it
results in lack of the first and fourth pieces of the auxiliary
information in the extraction example illustrated in FIG. 11
and the registration data example in FIG. 14. In this case, the
move amounts are set to (2, 2). The registration data after
positioning the image of veins is as illustrated in FIG. 16. FIG.
16 is a diagram illustrating the example of the biometric
information after the positioning without tracing. The bio-
metric information illustrated in FIG. 16 is shifted in the y
direction by “1” compared to the biometric information illus-
trated in FIG. 15.

<<Similarity Calculation Unit>>

If an image of veins is represented by a binary-valued
image, the similarity calculation unit 209 calculates the simi-
larity by, for example, the following method.

(G1) Initialization

The similarity calculation unit 209 sets a pixel of interest at
the upper left of an image. It provides a variable (counter) to
hold the number of matched pixels, and a variable to hold the
number of pixels that forms the image of veins, and initializes
them to 0, respectively.

(G2) Comparison of Pixel Values

The similarity calculation unit 209 obtains values of the
respective pixels of interest in the two images, and compares
them. If both represent the image of veins, the similarity
calculation unit 209 increases the value of the counter for the
number of matched pixels by one. If one of them represents
the image of veins, it increases the value of the counter for the
image of veins by one.

(G3) Movement of Pixel of Interest

The similarity calculation unit 209 moves the pixel of
interest to the right by one. If the pixel of interest is at the right
end, the similarity calculation unit 209 moves the pixel of
interest to the left end in one line below. If the pixel of interest
is at the lower right, the similarity calculation process ends.

(G4) Repetition

The similarity calculation unit 209 compares the pixel
values again.

(GS) Similarity Output

After having processed all pixels, the similarity calculation
unit 209 sets the similarity with a value obtained by dividing
the value of the counter of the number of matched pixels by
the value of the counter of the image of veins.
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A calculation result of the similarity between the extraction
example illustrated in FIG. 11 and the registration data
example illustrated in FIG. 15 is as follows.

162/186~0.871

If tracing of the auxiliary information is not executed as
illustrated in FIG. 16, the calculation result of the similarity is
as follows.

159/189~0.841

It can be understood from these results that tracing of the
auxiliary information makes positioning more precise, and
improves the similarity.

<<Determination Unit>>

The determination unit 211 compares the similarity calcu-
lated by the similarity calculation unit 209 with a threshold Th
set beforehand, and if it is greater than the threshold Th,
determines that it is the person in question or one of the
registered persons.

An example of a method to determine the threshold Th is as
follows. It collects, for example, biometric information of a
considerable number of people for an evaluation purpose,
calculates a false acceptance rate (a rate of false authentica-
tion in that data to be verified of a person in question falsely
coincides with the registered data of another person) with the
collected biometric information and various threshold values.
Then, it examines the threshold values to obtain a false accep-
tance rate of 1/10000 (the same precision as a four-digit
personal identification number) to obtain a threshold value Th
to be used.

Next, an example of a determination result will be
described. Suppose that the threshold is set to 0.85. Since the
similarity 0of 0.841 is obtained when not executing tracing of
the auxiliary information, the determination unit 211 does not
determine that it is the person in question. Since the similarity
01 0.871 is obtained when executing tracing of the auxiliary
information, the determination unit 211 determines that it is
the person in question. Therefore, tracing of the auxiliary
information improves the biometric authentication system.

By transmitting this determination result to the biometric
information processing apparatus 10, for example, the auto-
matic door is controlled to be opened or closed.

<Operations>

Next, operations of the authentication system 1 will be
described. First, the authentication process will be described.
FIG. 17 is a flowchart illustrating an example of the authen-
tication process according to the first embodiment. At Step
S101 illustrated in FIG. 17, when detecting that a palm is
being held over, the irradiation unit 101 irradiates near-infra-
red light onto the palm. Note that a part of a body with which
the biometric information is obtained is not limited to a palm
although it is taken as an example.

At Step S102, the imaging unit 103 captures images of the
palm having the near-infrared light irradiated. At this
moment, a user ID may be received from an IC card or the
keyboard.

At Step S103, the auxiliary information extraction unit 105
extracts the auxiliary information representing the part of the
body, which is captured along with the biometric information,
from the multiple images captured by the imaging unit 103.
The auxiliary information is, for example, information about
the profile of the palm or information of the bases of fingers.

At Step S104, the biometric information extraction unit
107 extracts the biometric information from at least one of the
multiple images obtained from the imaging unit 103. The
biometric information is, for example, the image of veins or
the palm print.
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At Step S105, the trace unit 109 traces the auxiliary infor-
mation extracted by the auxiliary information extraction unit
105 in the time direction. Using a model of temporal change
of the auxiliary information, the trace unit 109 replaces the
auxiliary information positioned out of the imaging range
with estimated values.

Also, the trace unit 109 may execute a trace using first
auxiliary information extracted from an image to be traced
and second auxiliary information extracted form an image
just before the image to be traced, to change the model of
temporal change depending on the number of pieces of the
auxiliary information with which correspondences are
obtained.

At Step S106, the association generation unit 111 associ-
ates the traced auxiliary information that has been extracted
from an image having the biometric information extracted,
with the extracted biometric information in terms of a posi-
tional relationship.

At Step S107, the positioning unit 207 executes positioning
of'images of veins as biometric information, using the auxil-
iary information stored in the storage unit 205.

At Step S108, the similarity calculation unit 209 calculates
similarity between the registered biometric information (reg-
istration data) and the biometric information to be authenti-
cated (verification data).

At Step S109, the determination unit 211 determines
whether the calculated similarity is greater than a threshold
given beforehand. The determination result is transmitted to
the biometric information processing apparatus 10 via the
communication unit 201.

At Step S110, if the determination result indicates that it is
a registered person, the open/close unit 117 controls the auto-
matic door to open. If the determination result indicates that it
is not a registered person, the open/close unit 117 controls the
automatic door to be kept closed.

Note that Step S103 and Steps S104 to S105 may be
executed in a different order.

Next, the trace process of the auxiliary information will be
described. FIG. 18 is a flowchart illustrating an example of
the trace process of the auxiliary information according to the
first embodiment. At Step S201 illustrated in FIG. 18, the
trace unit 109 provides an array to store positions of initial-
ized bases. The trace unit 109 provides a variable to represent
whether a value is set in this array, and sets a value represents
that setting has not been made.

At Step S202, to confirm existence of data, the trace unit
109 determines whether data (auxiliary information) to be
processed exists. If the auxiliary information exists (YES at
Step S202), the process goes forward to Step S203, or if the
auxiliary information does not exist (NO at Step S202), the
process ends.

At Step S203, among moving images of the auxiliary infor-
mation being read, the trace unit 109 reads positions of bases
for one of the images to be traced.

At Step S204, the trace unit 109 determines whether it is
the first time processed.

If it is the first time processed (YES at Step S204), the
process goes forward to Step S202, or if it is not the first time
process (NO at Step S204), the process goes forward to Step
S205.

At Step S205, the trace unit 109 associates the second bases
with the first bases. The trace unit 109 repeats the above
process for the next image in the moving images.

Next, the registration procedure of the biometric informa-
tion and auxiliary information will be described. FIG. 19 is a
flowchart illustrating an example of a registration procedure
of the biometric information and auxiliary information

25

30

35

40

45

60

18
according to the first embodiment. At Step S300 illustrated in
FIG. 19, the biometric information processing apparatus 10
receives a user ID as input via an IC card or a keyboard.

Steps S301 to S306 are the same as Steps S101 to S106
illustrated in FIG. 17, and their description is omitted. At this
moment, the communication unit 113 transmits the user 1D,
auxiliary information, and biometric information to the
authentication apparatus 20.

At Step S307, the registration unit 203 records the obtained
1D as a registered person 1D in the storage unit 205 by asso-
ciating it with the auxiliary information and biometric infor-
mation. Thus, the biometric information can be registered
having associated with the traced auxiliary information.

As above, according to the first embodiment, authentica-
tion precision of the biometric information can be improved
even if the auxiliary information is not included in the imag-
ing range at an appropriate imaging position. For example,
according to the first embodiment, the auxiliary information
can be obtained for a large hand not contained in the imaging
range when biometric authentication is executed with the
biometric information around the hand. Here, a large hand is
ahand whose entire auxiliary information is not contained in
the imaging range.

[Second Embodiment]

Next, an authentication system will be described according
to a second embodiment. The first embodiment assumes that
a part of the auxiliary information can be traced. However,
there is a likelihood in that tracing of the auxiliary informa-
tion cannot be executed if the hand posture of a user is inad-
equate. Thereupon, in the second embodiment, guidance is
executed for a user so that as much of the auxiliary informa-
tion can be captured as possible.

By guiding a user in a direction where obtainment of the
auxiliary information can be optimally executed, the trace
process of the auxiliary information can be executed more
continuously.

<Configuration>

FIG. 20 is a block diagram illustrating an example of a
configuration of the authentication system according to the
second embodiment. In the configuration illustrated in FIG.
20, the same elements as in the authentication system 1 illus-
trated in FIG. 1 are assigned the same numeral codes. In the
following, elements that differ from those in the first embodi-
ment will be mainly described.

An association generation unit 301 of a biometric informa-
tion processing apparatus 15 indicates the auxiliary informa-
tion associated with the biometric information to a commu-
nication unit 113, and also indicates it to a guidance unit 303.

The guidance unit 303 predicts the position of the auxiliary
information based on temporal change of the auxiliary infor-
mation, and if the predicted auxiliary information is out of the
imaging range, guides the user to a position contained in the
imaging range. For example, the guidance unit 303 controls
the display unit 305 to make a guidance by a voice, or to make
a guidance or by an LED.

The display unit 305 displays a position where the user is
supposed to hold a hand, by the voice or the LED following a
command from the guidance unit 303. Next, main processes
in the second embodiment will be described.

<<Guidance Unit>>

By tracing the auxiliary information, the guidance unit 303
can predict the auxiliary information that is kept contained in
the imaging range and the auxiliary information that goes out
of the imaging range. A guidance that forces the user to
greatly change the movement is not convenient. Therefore,
the guidance unit 303 basically guides the user in a direction
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within a certain range from the predicted move destination
while the remaining auxiliary information can be kept as
much as possible.

At this moment, it is preferable to execute the guidance by
estimating which of the moving images has the biometric
information that can be extracted. The following two methods
may be considered.

A method that uses distance information

A method that does not use distance information

First, the method that uses distance information will be
described. The distance information is obtained by a unit that
measures the distance to a palm, which is provided separately
from usual imaging. In general, one may consider a method
that uses a distance measurement device other than a camera,
or a method that calculates a distance from a captured result
obtained with patterned light, which is projected by an irra-
diation device provided for the method. In the disclosed tech-
nology herein, the obtainment method of distance informa-
tion may be either of these publicly known technologies.

An example of the estimation method that uses distance
information will be described. A distance range with which
the biometric information can be extracted is obtained before-
hand by an evaluation experiment or the like. Here, a case is
considered where the distance decreases while a hand is being
held and moved.

(H1) Initialization

The guidance unit 303 sets the distance information
obtained with the first imaging as the previous distance infor-
mation. The previous distance information is denoted by d1.

(H2) Input of Distance Information

The guidance unit 303 inputs the distance information
obtained when the current image is captured. The current
distance information is denoted by d2.

(H3) Determination of Extraction Possibility

The guidance unit 303 estimates that the biometric infor-
mation can be extracted from the previous and current images
if the previous distance information and the current distance
information are within a range where the biometric informa-
tion can be captured. In this case, the guidance unit 303 does
not execute a guidance to the user because the images have
already been captured.

(H4) Distance Estimation

The guidance unit 303 estimates the distance for capturing
the next image by, for example, d3=d2-(d1-d2). D3 is the
distance information estimated for the next capturing.

(HS) Timing Estimation

1t d3 is within the range in which the biometric information
can be captured, the guidance unit 303 estimates that extrac-
tion can be made at the next capturing. If d3 is below the range
in which the biometric information can be captured, it guides
the user to decelerate the movement because the movement is
too fast, and estimates that extraction can be made at the next
capturing. If d3 is over the range in which the biometric
information can be captured, it replaces the previous distance
information with the current distance information, and
executes to input the distance information again.

Next, a method that does not use the distance information
will be described. In this case, the guidance unit 303 distin-
guishes a large hand away from the imaging unit and a small
hand close to the imaging unit. As a clue usable for this
distinction, for example, the brightness of the hand can be
considered. By measuring the brightness of a typical hand for
distances beforehand, the biometric information processing
apparatus 10 makes a correspondence table between the
brightness and distance. The guidance unit 303 can obtain the
distance from the brightness of a captured image and the
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correspondence table. The rest of the process is the same as
that using the distance information.

Inthe following, for the sake of simplicity, a process will be
described when it is estimated that that extraction can be
made at the next capturing. First, the guidance unit 303 esti-
mates the position for each piece of the auxiliary information
in an image to be captured next.

Estimation of the position is executed by, for example,
applying linear extrapolation to the current and previous posi-
tions. Also, if the distance is usable, the guidance unit 303
estimates the next distance, assuming that the hand moves at
constant speed with respect to the distance. Next, the guid-
ance unit 303 may estimate the position of each pieces aux-
iliary information, assuming that the position from the center
of the optical axis is inversely proportionate to the distance.

For the extraction example illustrated in FIG. 7, an
example will be described that estimates the position of the
auxiliary information for the third image with the latter
method. Assume that the capture distance for the first image is
15 cm, and the capture distance for the second image is 10 cm.
Therefore, the capture distance for the third image is esti-
mated as 5 cm. Therefore, since it is half of the capture
distance for the second image, each piece of the auxiliary
information is estimated to have the distance two times
greater from the center of the optical axis. Thus, the estimated
position of the auxiliary information for the third image is as
illustrated in FIG. 21. FIG. 21 is a diagram illustrating the
example of the estimated auxiliary information.

Next, the guidance unit 303 determines a direction for
guidance. In the extraction example illustrated in FIG. 7, if no
guidance is made, it is estimated that only two points are
included in the imaging range as illustrated in FIG. 21. For
example, for maximally increasing the number of points
within a range up to six pixels, it may be moved leftward by
six pixels on the screen.

Thereupon, the guidance unit 303 guides the user to move
the palm a bit leftward on the screen. Note that, as a result of
the guidance, it may go leftward too much, and degradation
may occur. In such a case, the guidance unit 303 gives a
direction to hold the hand again.

As the display unit 305 to indicate a direction of the guid-
ance, a blink of an LED or a voice guidance may be consid-
ered. Assume that a guidance is made to move the palm a bit
leftward on the screen in the extraction example illustrated in
FIG. 7.

FIG. 22 is a diagram illustrating an example of the biomet-
ric information after the guidance. FIG. 23 is a diagram illus-
trating an example of the auxiliary information after the guid-
ance. For example, FIG. 22 is obtained as the image of veins
of the biometric information for the third image, and FIG. 23
is obtained as the auxiliary information.

<<Similarity Calculation and Determination Process>>

For the example of the biometric information after the
guidance in FIG. 23 and the example of the registration data
illustrated in FIG. 13, the similarity calculation unit 209 cal-
culates the similarity for a case where the same similarity
calculation method is used as in the first embodiment. The
similarity calculation unit 209 obtains the next similarity.

165/183~0.902

It can be understood that the guidance unit 303 makes the
positioning more precise, and the similarity improved. It is
determined as the person in question if the threshold Th is set
to 0.85 in the determination unit 211. Even if the threshold Th
is raised to 0.90 to lower the false acceptance rate, it is also
determined as the person in question.
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<Operations>

Next, operations of the authentication system 2 will be
described according to the second embodiment. FIG. 24 is a
flowchart illustrating an example of an authentication process
according to the second embodiment. Steps S401 to S406
illustrated in FIG. 24 are the same as Steps S101 to S106 in
FIG. 17, and their description is omitted.

At Step S407, by tracing the auxiliary information, the
guidance unit 303 predicts the auxiliary information to be
kept contained in the imaging range and the auxiliary infor-
mation to be out of the imaging range from now on. Based on
the prediction, the guidance unit 303 executes a guidance to
make the auxiliary information contained in the imaging
range.

Steps S408 to S411 are the same as Steps S107 to S110 in
FIG. 17.

Thus, according to the second embodiment, by guiding a
user in a direction where obtainment of the auxiliary infor-
mation can be optimally executed, the trace process of the
auxiliary information can be executed more continuously.
This makes authentication precision of biometric information
improved even if auxiliary information is not included in the
imaging range at an appropriate imaging position.

[Modified Example]

As a modified example of the above the embodiments, if
the distance information is usable, the distance information is
transferred to the biometric information extraction unit 107
so that the extraction process is executed only when the dis-
tance is within a range set beforehand. This lowers a risk in
that the biometric information extraction unit 107 errone-
ously extracts pseudo biometric information from an inap-
propriate image.

The biometric information processing apparatus of the
embodiments may include the authentication apparatus to
execute the biometric authentication process. Also, the bio-
metric information processing apparatus may be an ATM
(Automatic teller machine), a PC (Personal Computer), or the
like.

[Third Embodiment]

Next, an information processing apparatus will be
described according to a third embodiment. In the third
embodiment, the processes described in the first and second
embodiments are executed by an information processing
apparatus such as a PC or a server.

<Configuration>

FIG. 25 is a block diagram illustrating an example of a
configuration of an information processing apparatus accord-
ing to the third embodiment. The information processing
apparatus 30 illustrated in FIG. 25 includes at least a control
unit 401, a main memory unit 403, an auxiliary storage unit
405, a communication unit 407, a recording medium I/F unit
409, an input unit 411, a display unit 413, and a camera 415.
These units are connected with each other via a bus to send/
receive data.

The control unit 401 is a CPU in a computer for controlling
devices and for calculating and processing data. The control
unit 401 is also a processing unit for executing a program
stored in the main memory unit 403 and the auxiliary storage
unit 405, receives data from the communication unit 407 and
the storage units, calculates and processes the data to output it
to an output unit and the storage units.

Also, the control unit 401 can execute an output process of
the biometric information and auxiliary information by
executing a process program of the first or second embodi-
ment stored in, for example, the auxiliary storage unit 405.

The main memory unit 403 includes a ROM (Read-Only
Memory), a RAM (Random Access Memory), and the like,
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which is a memory device for storing or temporarily holding
programs and data executed by the control unit 401 such as
basic software, namely an OS, and application software.

The auxiliary storage unit 405 includes an HDD (Hard
Disk Drive) and the like, which is a storage device for storing
data relevant to the application software. Also, the auxiliary
storage unit 405 may store the process program of the first or
second embodiment obtained from a recording medium 417,
and images obtained from the communication unit 407. The
communication unit 407 executes communication via a wired
or wireless network.

The recording medium I/F (interface) unit 409 is an inter-
face between the recording medium 417 (for example, a flash
memory) and the information processing apparatus 30 that
are connected via a data transmission line such as a USB
(Universal Serial Bus).

Also, the process program is stored in the recording
medium 417, which is installed into the image processing
apparatus 30 via the recording medium I/F unit 409. The
installed process program can be executed by the information
processing apparatus 30.

The input unit 411 includes a keyboard provided with
cursor keys, keys for entering numerals and other functions, a
mouse, a touchpad, and the like for selecting a key on the
display screen on the display unit 413. The input unit 411 is
also a user interface for a user to enter an operational com-
mand or data to the control unit 401.

The display unit 413 is, for example, an LCD (Liquid
Crystal Display), on which data input from the control unit
401 is displayed.

The camera 415 is, for example, a CMOS camera ora CCD
camera to capture a part of a body with moving images.

The storage units of the first and second embodiments may
be implemented by, for example, the auxiliary storage unit
405. The imaging unit of the first and second embodiments
may be implemented by, for example, the camera 415. The
communication unit of the first and second embodiments, for
example, may be implemented by the communication unit
407. Also, the other units of the first and second embodiments
may be implemented by, for example, the control unit 301 and
the main memory unit 303 as a working memory.

The program executed on the information processing appa-
ratus 30 has a modular configuration that includes the units
other than the storage units described in the first embodiment
and the second embodiments. On actual hardware, by having
the control unit 401 read and execute the program from the
auxiliary storage unit 405, one or more of the units among the
above units are loaded in the main memory unit 403, and one
or more of the units are generated in the main memory unit
403.

Note that, by storing the program in a recording medium
that implements the biometric information process described
in the embodiments above, the biometric information process
in the embodiments can be executed by a computer. For
example, the program may be stored in the recording
medium, the recording medium having the program stored
may be read by a computer or a portable device to implement
the biometric information process described earlier.

Note that various types of recording media can be used
including a recording medium that records information opti-
cally, electrically, or magnetically such as a CD-ROM, a
flexible disk, an optical magnetic disk and the like, and a
semi-conductor memory and the like that records information
electrically such as a ROM, a flash memory, and the like. Note
that the recording media do not include a transmission wave.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader in under-
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standing the invention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although the embodiments of the
present invention have been described in detail, it should be
understood that the various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit
and scope of the invention.

What is claimed is:

1. A biometric information processing apparatus compris-
ing:

a processor; and

a memory,

wherein the processor is configured to:

extract auxiliary information representing a part of'a body

being captured together with biometric information
from a plurality of images captured by an imaging unit;
trace the auxiliary information in a time direction;

extract the biometric information from at least one image

among the plurality of images;

associate the traced auxiliary information with the

extracted biometric information in terms of a positional
relationship;

output the auxiliary information having been associated

with the biometric information;
predict a position of the auxiliary information based on
temporal change of the auxiliary information; and

guide a user to place the auxiliary information within an
imaging range if the predicted position of the auxiliary
information is out of the imaging range.

2. The biometric information processing apparatus as
claimed in claim 1, wherein when tracing the auxiliary infor-
mation, the auxiliary information positioned out of the imag-
ing range is replaced by an estimated value using a model of
the temporal change of the auxiliary information.

3. The biometric information processing apparatus as
claimed in claim 1, wherein the biometric information is
biometric information extracted from a hand, and the auxil-
iary information is information of a profile of a hand or
information of bases of fingers.

4. The biometric information processing apparatus as
claimed in claim 2, wherein when tracing the auxiliary infor-
mation, the tracing is executed with first auxiliary informa-
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tion extracted from an image to be traced and second auxiliary
information extracted from an image preceding the image to
be traced, and the model is changed depending on the number
of pieces of the auxiliary information with which correspon-
dences are obtained.

5. A biometric information processing method executed by
a computer, the method comprising:

extracting auxiliary information representing a part of a

body being captured together with biometric informa-
tion from a plurality of images captured by an imaging
unit;

tracing the auxiliary information in a time direction;

extracting the biometric information from at least one

image among the plurality of images;

associating the traced auxiliary information with the

extracted biometric information in terms of a positional
relationship;

outputting the auxiliary information having been associ-

ated with the biometric information;
predicting a position of the auxiliary information based on
temporal change of the auxiliary information; and

guiding user to place the auxiliary information within an
imaging range if the predicted position of the auxiliary
information is out of the imaging range.

6. A non-transitory computer-readable recording medium
having a program stored therein for causing a computer to
execute a process, the process comprising:

extracting auxiliary information representing a part of a

body being captured together with biometric informa-
tion from a plurality of images captured by an imaging
unit;

tracing the auxiliary information in a time direction;

extracting the biometric information from at least one

image among the plurality of images;

associating the traced auxiliary information with the

extracted biometric information in terms of a positional
relationship;

outputting the auxiliary information having been associ-

ated with the biometric information;
predicting a position of the auxiliary information based on
temporal change of the auxiliary information; and

guiding a user to place the auxiliary information within an
imaging range if the predicted position of the auxiliary
information is out of the imaging range.
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